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Abstract. How much can we learn finance directly from text data? This paper presents a
new framework for learning textual data based on the factor augmentation model and
sparsity regularization, called the factor-augmented regularized model for prediction
(FarmPredict), to let machines learn financial returns directly from news. FarmPredict
allows the model itself to extract information directly from articles without predefined
information, such as dictionaries or pretrained models as in most studies. Using unsuper-
vised learned factors to augment the predictors would benefit our method with a “double-
robust” feature: that the machine would learn to balance between individual words or text
factors/topics. It also avoids the information loss of factor regression in dimensionality
reduction. We apply our model to the Chinese stock market with a large proportion of
retail investors by using Chinese news data to predict financial returns. We show that posi-
tive sentiments scored by our FarmPredict approach from news generate on average 83
basic points (bps) stock daily excess returns, and negative news has an adverse impact of
26 bps on the days of news announcements, where both effects can last for a few days. This
asymmetric effect aligns well with the short-sale constraints in the Chinese equity market.
The result shows that the machine-learned prediction does provide sizeable predictive
power with an annualized return of 54% at most with a simple investment strategy. Com-
pared with other statistical and machine learning methods, FarmPredict significantly out-
performs them on model prediction and portfolio performance. Our study demonstrates
the far-reaching potential of using machines to learn text data.
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1. Introduction

screening, semantics learning, and “sentiment” mea-

Text data, as the most common tool for records and
communications, play a critical role in social science
studies as a complement to traditional structured data.
Because text data from media, news, and reports can
reflect the attitudes of agents in the economy, such as
through comments, perspectives, objectives, and senti-
ments, it is useful to apply text data to financial studies
(Gu et al. 2020). A common method for this unstruc-
tured text data is to transform it into a structured frame
and then conduct analytical processes, such as word
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suring." This “sentiment” measure can be used to pre-
dict asset prices or returns in equity markets as an
effective instrument for portfolio choice or asset pricing
analysis (Sun et al. 2016, Gao et al. 2020). With develop-
ments in data science and modern computation power,
it is possible to automatically extract such information
from encoded text data by statistical machine learning
methodologies.

Traditional studies typically count the number of par-
ticular words in the overlap of the document and a
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predefined dictionary. Loughran and McDonald (2016)
introduced the most widely used dictionaries in a re-
view, including dictionaries proposed in Henry (1973),
Harvard’s General Inquirer Word List, Diction Optimism
and Pessimism Word Lists, and the widely applied list
from Loughran and McDonald (2011). It is proven that the
dictionary approach can provide a significant correlation
between sentiments and stock returns,” but it can also be a
double-edged sword. Researchers can easily replicate or
extrapolate the analysis with public dictionaries, whereas
the results highly rely on the dictionary, which can be eas-
ily biased because of subjective human experience. There-
fore, recent studies are focusing on dictionary building
based on a machine learning framework (Du et al. 2022).

Regarding these limitations, studies tried to apply
machine learning methods to text data. One common
issue in textual analysis is how to extract useful informa-
tion instead of noise from high-dimensional but sparse
predictors. Naturally, such an issue can be treated as a
dimension-reduction problem by either selecting key
variables (words or phrases) or clustering/grouping (tex-
tual factors). Most studies differ in details and applica-
tion of these methodologies, say how to use “machines”
to “learn” text data.

One vein of financial textual analysis is word selec-
tion either by text regression with a penalty or by gen-
erative (topic) models based on the path of generating
languages via machine learning algorithms (Gentzkow
et al. 2019a). As an early pioneering study, Antweiler
and Frank (2004) collected information from 45 compa-
nies and used a naive Bayes model to predict their stock
prices and returns. Taddy (2013) proposed the multino-
mial inverse regression (MNIR) model for dimension
reduction, where predictors (words or phrases) were
represented as draws from a multinomial distribution.
Jegadeesh and Wu (2013) conducted a text regression
to assign weights to words based on market returns.
With a similar research framework, Manela and Mor-
eira (2017) used supported vector machines, a non-
linear penalized regression approach to screen words
for volatility prediction in the financial market.

Based on the language generation process, generative
topic models were proposed, mainly based on the latent
Dirichlet allocation (LDA) (Blei et al. 2003). LDA not
only focuses on the weight or coefficient of a single
word but regards the document as the result of the gen-
erative process of one topic, which shares the thought in
Taddy (2013). Following this spirit, Gentzkow et al.
(2019b) measured trends in the partisanship of congres-
sional speech, and Ke et al. (2019) proposed a supervised
sentiment model to predict returns in stock markets.
Despite the advantages of topic models, they still rely
heavily on prior knowledge and statistical assumptions,
especially in the model set. This close reliance limits the
adaptiveness of the textual model as it may only provide
ad hoc results that cannot be replicated or achieve the

same accuracy in other sectors or markets. Moreover,
semantic information is not the only dimension of a doc-
ument (Calomiris and Mamaysky 2019), and the holistic
application to a document would provide more infor-
mation on forecasting and prediction. Therefore, even
though previous models have demonstrated fair predic-
tive capacity and returns in the stock market, it is still
unclear how much machines can learn from this com-
prehensive text data.

The recent development of natural language proces-
sing has provided an alternative way of dimension reduc-
tion in text data by clustering/grouping several words
into one factor/topic. For example, Bidirectional Encoder
Representations from Transformers (BERT) or word2vec
methods transformed words to vectors (Devlin et al.
2019), which allows us to view each word in a high-
dimensional space, and hence, to calculate the distance
between them for clustering. For example, Cong et al.
(2019) provided a word2vec-based textual factorization
framework for textual analysis in social science studies.

From all these points, this paper introduces a novel
factor-augmented regularized model for prediction
(FarmPredict) on stock returns by extracting the hidden
topics (factors) from a particular article for predictor
augmentation. Because FarmPredict does not rely on
preobtained information, it is a more general analytical
framework, providing a highly adaptive modeling pro-
cess for studying text data.

FarmPredict consists of three steps. The first step is
to learn hidden features from high-dimensional arti-
cles without supervision. To do this, we convert arti-
cles into vectors of hidden components consisting of
multiple factors and idiosyncratic residuals via princi-
pal component analysis (PCA). The number of hidden
factors is learned by the adjusted eigenvalue thresh-
olding method (Fan et al. 2020a). It is a pure unsuper-
vised learning process without forced intervention
from prior assumptions. We then screen the idiosyn-
cratic variables by their correlations with our learning
target, the corresponding beta-adjusted returns,’ con-
ditional on factors. This step is optional but helps us
reduce dimensionality to a more manageable level.
Finally, we apply a simple least absolute shrinkage
and selection operator (LASSO) method (or other
machine learning algorithms) to predict asset prices
using hidden factors and screened idiosyncratic com-
ponents. Therefore, as an analytical framework, Farm-
Predict is highly flexible in data construction, the
screening process, and prediction model selection.*

Our study gathers financial news from Sina Finance,
one of the major news hubs for Chinese equity markets.
The website publishes over 500 news stories daily and
offers timely and comprehensive coverage of all the
popular financial news in Chinese. We used crawling
to download publicly available news web pages from
its website and extracted related time, text, and stock



Downloaded from informs.org by [74.48.65.136] on 28 April 2025, at 04:54 . For personal use only, al rights reserved.

Zhou, Fan, and Xue: How Much Can Machines Learn Finance from Chinese Text Data?

8964

Management Science, 2024, vol. 70, no. 12, pp. 8962-8987, © 2024 INFORMS

information for our data. The text is segmented with a
hidden Markov model and paired with returns with cor-
responding code and time. Each article is paired with its
effective beta-adjusted returns for model training. We fit-
ted FarmPredict on these data and predicted correspond-
ing returns from 2015 to 2019. (The data can be accessed
at https://www .icloud.com/iclouddrive /058xOEPIXt]_
vB0qgTFRDeBcw#codes.data_wordomit2.)

We then validated the sentiment scores from Farm-
Predict via multiple approaches. First, we examined the
meanings of major sentiment-charged words selected by
our model and demonstrated that FarmPredict could
capture more interactive and abnormal information. The
panel regression also demonstrated that FarmPredict
can learn specific information about target stocks, result-
ing in a significant correlation with the beta-adjusted
returns of targeted stocks. We also treated the news in
this paper as “events” and estimated the pattern of stock
returns based on an event study. It revealed the potential
mechanism of how unexpected news can affect the
financial markets in China. The results showed that the
beta-adjusted returns started to increase about seven
days before the occurrence of positive news, whereas no
such result was observed for negative news. This asym-
metric effect of impact aligns well with the short-sale
constraints and supervisions in the Chinese equity mar-
ket, which make the leak or anticipation of negative
news harder to react to (Nagel 2005, Chen et al. 2019).
After impact peaking on the news arrival day, with an
average of 83 basic points (bps) on positive news senti-
ments and 26 bps on negative ones, the (positive/nega-
tive) impact of news arrivals would last for a few days.
A placebo test lends further support to this result; thus,
this leads to investment opportunities.

We also tested our machine learning methodology in
terms of financial investments. We built daily portfo-
lios based on sentiment scores and recorded their
returns. Despite the high trading cost in the Chinese
stock market (about 13 bps per trading), the annualized
percentage return (APR) of the daily portfolio after
high transaction costs and daily price limits still
reached 54% (Sharpe ratio (SR): 4.30) for the equally
weighted (EW) portfolio and 9% (Sharpe ratio: 0.55) for
the value-weighted (VW) one” during the test period of
2015-2019, significantly exceeding other models. We
further analyzed the portfolio’s risk exposure and
return from alpha or different components to reveal
the mechanism of such performances.

We then discussed the model in more detail. First,
we decomposed the model and evaluated the contribu-
tion of each component separately. Then, we presented
the contents of the factors and summarized them into
potential topics. FarmPredict is compared with other
state-of-the-art statistical and machine learning models,
such as MNIR, sentiment extraction via screening and
topic modeling (SESTM), textual factor, BERT, neural

networks, and traditional momentum strategy. To fur-
ther verify the robustness of FarmPredict, we tested the
model’s sensitivity in terms of various transformations
of input and output, choice of factors, screening level,
number of stocks in constructed portfolios, and number
of news inputs.” The stable results demonstrate the
robustness of FarmPredict.

Our model has important implications for under-
standing how much financial information machines can
learn from text data as well as the return prediction and
realization by text-based sentiment studied by a rich set
of papers. First, our FarmPredict starts with an unsuper-
vised factor extraction of words, and all parameters are
determined in the training process. Therefore, FarmPre-
dict does not rely on any prior assumptions or experi-
ences but only conducted a data-driven process. This
choice provides a significant benefit to text modeling; let
machines learn the meaning of the key components of
the text without supervision by human experience. The
sole data-driven process also leads to high flexibility,
suitability, and robustness of our model on text data
analysis because hidden factors and features can be
revealed by machine learning without any intervention
from predefined knowledge, hence avoiding potential
subjective bias.

Second, the FarmPredict is not only a model but an
analytical framework of machine learning for high-
dimensional data, which are text data in this paper. By
transforming the original data into the latent factors
and idiosyncratic components, FarmPredict effectively
converts high-dimensional data with highly correlated
covariates into weakly correlated ones in an unsuper-
vised way. Hence, FarmPredict could solve the stati-
stical obstacle of multicollinearity. The subsequent
marginal screening performs an efficient dimensional
reduction and selects the most related and predictive
words. It is worth noting that the screening process in
FarmPredict is conditional on hidden factors being
learned from all elements (words) in the data, resulting
in the use of all information without supervision.
Thanks to all these features, the framework of Farm-
Predict is very flexible in learning factors, idiosyncratic
components, methods for screening, and selection of
linear or nonlinear models for prediction.

Differing from the dimension-reduction processes
by word selection or clustering method in previous
papers, FarmPredict used unsupervised learned fac-
tors to augment the predictors. Covering both factors
and residuals would also benefit FarmPredict with a
“double-robust” feature; the model would “automa-
tically” balance between word selection and cluster-
ing. For example, if the return can be perfectly
predicted by word selection, FarmPredict would result
in zero hidden factors and “collapse” into an LASSO
model for an optimal estimation.
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Third, most studies are conducted under a language
environment in English and relatively developed finan-
cial markets, whereas very few studies focus on other
languages and developing or emerging markets (Calo-
miris and Mamaysky 2019). This paper showed the
possibility of applications of machine learning techni-
ques in languages other than English and developing
markets.” As the second-largest economy in the world,
the equity market in China is too big to ignore. Com-
pared with the structure of market participants in the
United States, there are significantly more individual
retailers than institutional wholesalers in China, lead-
ing to higher uncertainty and irrationality. Moreover,
as a developing market, Chinese financial supervision
imposes stricter restrictions to regulate trade and stabi-
lize financial markets, such as imposing limits on daily
equity price movements and short actions(Chen et al.
2019). It remains unclear how text data will perform in
such conditions.

Finally, simply by longing the high-score stocks and
shorting the low-score ones, our portfolio-building strat-
egy based on machine-learned sentiment scores can
achieve significantly outperformed returns. By compar-
ing the returns before and after news occurs, this paper
also provides information transmission, particularly in
the financial sector in China. Our research completes
the vein of literature on textual analysis, expands the
depth of statistical machine learning techniques in finan-
cial studies, and sheds light on the rich application of
machine learning to social science topics.

The remainder of the paper is organized as follows.
Section 2 introduces FarmPredict. Section 3 describes
our data and the detailed analysis process. Section 4
provides empirical results to validate FarmPredict. Sec-
tion 5 discusses the model and compares FarmPredict
with other methods. Section 6 concludes the paper.

2. Methods

This section discusses the framework of using machines
to learn text data. We first summarize the framework
and notations and then introduce details of FarmPredict.
Variations of the FarmPredict framework then follow.

2.1. Problem Setup

We use the word-level statistics as a summary of each
of the n articles. Let D be the set of all possible Chinese
words in our data of n articles and d; € N!P! be the vec-
tor of word counts of every word in the ith article, with
d; x being the number of times the kth word appears in
the article.

Article i is associated with a target outcome or
response Y; which in this paper, is the beta-adjusted
return of the corresponding stock on the day the news
was published. The data are very high dimensional and
appear sparsely in each article, especially in Chinese. In

our data set of 914,000 articles, there are 1,181,000 dis-
tinctive words® in the entire set D, whereas only 71,000
words appear in at least 50 articles in the data. Following
previous papers, we assume that the target responses
{Y;} are mainly affected by a relatively small subset of
words, which are defined as sentiment-charged words.
Such an assumption also helps us reduce the dimension-
ality of the data to a reasonable level.

Hence, all the words can be divided into two disjoint
categories (the set of sentiment-charged words S and the
set of sentiment-neutral words N so that D =S UN),
whereas the sentiment score of an article is mainly asso-
ciated with its sentiment-charged words.

2.2. FarmPredict

Most traditional textual analyses, like topic models or
dictionary-based methods, are conducted with several
restrictions, such as the determination of topics and the
overlapping of the information. Such a condition would
result in inflexibility and possible inaccurate estimation.
A natural question is then if we can learn the sentiments
directly from high-dimensional regression as sentiment
prediction in finance is fundamentally a regression prob-
lem. Here, we propose a direct regression framework
called FarmPredict.

FarmPredict uses both factors and idiosyncratic resi-
duals to enhance the prediction. When no factors are
selected, it reduces to the ordinary LASSO. Hence,
FarmPredict possesses a “double-robust” feature; it
“automatically” balances between word selection and
word clustering. For example, if the return can be per-
fectly predicted by word selection, FarmPredict selects
no latent factors and uses an LASSO model for optimal
prediction. At the same time, FarmPredict overcomes
the information loss by using only principal compo-
nents in the dimensionality reduction and alleviates
model selection inconsistency by penalized methods,
such as LASSO, for high-correlated covariates (Fan et al.
2020b).

2.2.1. Selecting Frequent Words. Of the over 1.1 mil-
lion distinct words (and phrases) of our data set, most of
them rarely occur. As such, we begin by filtering out
these infrequent words that only appear in a small frac-
tion of articles. These words are also hardly useful as they
are unlikely to appear in new articles to be scored. The
screening also helps us narrow our focus to a reasonably
comprehensive set of words D4 around 10,000 or so.

Let k; be the number of articles that contain the word
j. For a threshold «, we keep the vocabulary

D™ = {jth word in D : ki > «}. 2.1)

The threshold x will be tuned as a hyperparameter to
strike a balance between the comprehensiveness of
D™ and the noises introduced by infrequent words.
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2.2.2. Factor Modeling. Let X; be the feature vector in
which X; ; is the feature of word j € D™ in the ith arti-
cle. It can be the original word counts or simply {0, 1},
indicating the absence or presence of the word j in the
ith article. The dependence among words is assumed to
be driven by some latent factors. Namely, X; follows an
approximate factor model

X,'=Bfl-+ul-, i=1,...,n, (22)

where f; € R is the vector of k latent factors, B is the fac-
tor loading matrix, and u; € RID™ is a vector of idio-
syncratic components that cannot be explained by (or
uncorrelated with) f;. Putting the factor model in the
matrix form, we have

X=FBT + U,

where X and U are n x |D™4| matrices of data and idio-
syncratic components and F is n Xk of latent factors.
Here, only X is observable, and F, B, U will be estimated
by PCA.

The factors can be understood similarly to themes or
topics of an article, and the factor loading matrix B
extracts the mix of these factors (topics) from an article.
For example, macroeconomy news and fund perfor-
mance articles might each have their own distinct
vocabularies, represented as the vector difference in the
loading matrix B, and hence, the corresponding stock
return is influenced by the combination of factors.

The factor model disentangles correlated features in
X; by decomposing them into factors f; and idiosyn-
cratic components u;. Suppose that we would like to
use X; to predict the associated return outcome Y;. Fol-
lowing a similar idea in Fan et al. (2020b), we use latent
f; and u; as the predictor and build the model

Yi=a+ bei + ﬁTui +€;, (23)

where ¢; is the idiosyncratic noise. This model is broader
than the linear model in X;, augmenting the predictors
using latent factors f;, and the variables in Equation (2.3)
are less correlated. We will additionally impose a spar-
sity constraint on 8 and b as most words do not carry
signals on an article’s sentiments or stock returns.

Note that the linear space spanned by X; and f; is the
same as that spanned by u; and f;. Therefore, we
expand the model in the useful directions using the
latent factors f;. The novelty of the method is that the
factors can be learned from the original data X; but can
also be learned from different variables, such as bivari-
ate interactions of X;, or even from augmented data
that include the firm’s characteristics. This significantly
increases the versatility of our approach.

2.2.3. Learning Factors and Idiosyncratic Compo-
nents. For a given number of factors k, we fit the approx-
imate factor model (2.2) via least squares, resulting in

principal component analysis. The solution’ is to
estimate latent factor F = v/in times the eigenvectors of
the largest k eigenvalues of matrix xx', B =X"F/n,
and U =X - FB'.

There are several data-driven methods for selecting
the number of factors k. See Fan et al. (2020c) and the
references therein. Here, we use the adjusted eigen-
value thresholding (Fan et al. 2020a). The method takes
into account the heterogeneous scales of observed vari-
ables and estimates the number of factors via thresh-
olding on bias-corrected estimators of eigenvalues of
the correlation matrix. Specifically, k is estimated as the
number of corrected eigenvalues that are statistically
larger than one:

k= max{j < |Drq) )1]? > 1+ Cy/|D|/(n — 1)},

(2.4)

where A€ is the bias-corrected estimator of the jth-larg-
est eigenvalue of the correlation matrix of the data
matrix X."

2.2.4. Learning Conditional Sentiment-Charged Words
S. With learned factors in place, we can further screen
down the predictive words (sentiment-charged words)
using conditional correlation screening. Let Y, be the
residual vector of Y after fitting a linear regression of Y
on F with intercepts. This takes out the part of Y that
can be explained by the factors. We seek components of
U to further predict Y,,.

Conditional screening is to seek words that have a
high correlation with Y, (Fan and Lv 2008): more pre-
cisely, the correlation between Y, and the idiosyncratic
component U] for word j, which is the jth column of U.
This correlation is the partial correlation between Y and
the feature vector associated with word j, conditioning
on the latent factors F. Given a threshold «, the condi-
tional sentiment-charged words are defined by

S= {j: |corr(ﬁj,?;)| >ayN{j:k>x«}. (2.5)
It is worth noting that this step is optional (correspond-

ing to @ = 0) but helps us speed up computation.

2.2.5. Fitting FarmPredict. With the hyperparameters
in place, we can train our regression model flexibly with
statistical and machine learning models. In the paper,
among the conditional sentiment-charged words, Farm-
Predict solves the penalized least squares:

[l,b,ﬁ

o~ o~ ) 1 2
a,b, B = arg min {EZ(YZ- —a—b'f, - BTUZ',Q)

+ AllBll + Allblly } (2.6)

where u, ¢ is the components of u; restricted to the
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sentiment-charged words S. The penalty parameter A,
which will be chosen by the crossvalidation, controls thAe
models’ bias-variance trade-off and also, the sparsity of 8
and b. This further reduces sentiment-charged words.
Note that the number of factors is usually small and that
a viable alternative is not to penalize the coefficients b.

The LASSO penalty in Equation (2.6) can also be
changed to other functions, such as smoothly clipped
absolute deviation and elastic net, among others (Fan
etal. 2020c, Nagel 2021).

2.2.6. Scoring New Articles. Scoring a new article con-
sists of two steps. For a given new feature vector Xpew,
we decompose it into factors and idiosyncratic compo-
nents with a well-trained B, applying the least squares
to model (2.2). Hence, we could obtain the latent factor
frew as well as the idiosyncratic component tpe,, associ-
ated with the feature Xpew as follows:'!

frew = (ﬁTﬁ)ilﬁTXneW/ Unew = Xnew — /B\/f\new'

2.7)

Therefore, its sentiment score is predicted as

View =8 + b frew + BTu (2.8)

new, S *

2.3. Variations on FarmPredict
Because FarmPredict directly learned information from
the data, it is highly versatile and adaptive to different
tasks. First of all, the response variable Y can be raw
beta-adjusted returns or dichotomous returns (positive
or negative). In the latter case, one can use penalized
least squares as in (2.6) or penalized logistic regression.'*
Second, the feature vector can be the original counts
or their modified version, such as the dichotomized
ones (absence and presence). In the latter case, an alter-
native extraction of latent factors can also be obtained,
and the factor loadings on the dichotomized features
can be learned from least squares or logistic regression.
Finally, the linear prediction model (2.3) can be replaced
by nonlinear models

Y; = g(fi, u;s) + €,

such as neural network models (Horel and Giesecke
2020) or structured nonparametric models (Fan et al.
2020c¢).

In summary, FarmPredict is designed in a highly
customizable way to allow for many ad hoc modifica-
tions on inputs, word screening, techniques for fitting
regression functions, etc.

3. Data and Analysis

3.1. Data Collection

We used the news data from the Sina Finance website,
one of the largest Chinese financial news websites. It

publishes over a thousand Chinese stock-related news
stories every day and covers most stocks in the market.

The downloading process can be viewed as search-
ing on the internet. We started from the root of the net
(main page). Nodes (web pages) in the net are con-
nected if one has a link that points to the other, and we
visited them sequentially by their distance to the root.
Technically, we scrawled in a breadth-first fashion.
Starting with the main page of Sina Finance and Sina
Caijing, we downloaded the html file of the web page,
saved it, analyzed the contents in it to get all links to
other web pages, screened the links to only keep the
ones inside domain finance.sina.com.cn or the domain
¢j.sina.com.cn, and finally, pushed the obtained links to
a queue to visit later. We iteratively looped through
this process for each link in the queue and let our
crawler program run for several months from the end
of 2019 through 2020.

In summary, we visited 6.3 million links, among
which 5.8 million are valid news articles. Because of the
net-like search structure of our crawling, the number of
news articles we downloaded is a little random and is
not exactly the same across the years.

For each web page downloaded, the published time
and title are extracted from corresponding html head-
ers. The main articles are extracted from corresponding
html sections with identification as “article.” For web
pages without an identification, we analyzed their html
structure and applied case-specific article extractors
using a combination of html structures and regex
expressions.

3.2. Preprocessing

We went through a series of data preprocessing steps
to clean, select, and prepare the downloaded data for
model fitting. We began by removing duplicated and
similar articles. If two articles have the same title after
removing special characters and are published on the
same day, then only one will be kept in our data set.
The remaining articles are then cleaned as follows.

First, all contents and titles are trimmed to Chinese
characters, so all the html digits, punctuation marks, spe-
cial characters, and remaining html codes are stripped
away.

Then, the articles are matched with stocks. We used
a combination of html and article content to find the
matching stocks. We searched for the website’s special
stock specifier identification by regex on the entire
html file to see if the page is tagged with some stocks
officially by Sina. For pages without such a tag, we
scan the article to match stock names and symbols.
Articles attached to zero or more than one stock are
removed.

Each remaining article is then matched with the
return of its associated stock. We used beta-adjusted
returns, which are calculated as the stock’s returns


https://finance.sina.com.cn/
https://cj.sina.com.cn/
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minus its market-induced returns as follows:

Beta-adjusted Return; = Dividend Adjusted Return;
— B, - SSEC Return,

where the beta (8;) of stock i is calculated by regressing
its daily return on the daily returns of the Shanghai
Stock Composite Index (SSEC; market return'®) using
data from 2005 to 2014.

There are several options on what kind of return
and what time range of return should be used. We
used the time range of effective return, which reflects
the news’ impact on the stock, covering the article’s
publish time. The time range is chosen carefully, so it
can reflect the immediate price impact of the article.
The close-to-close return covering the article’s publish
time is applied in this paper. For example, if an article
is published at 1 p.m. inside trading hours on Tuesday,
then the return from Monday market close to Tuesday
market close is used. If an article is published at 6 p.m.
after the market closes on Friday, then the return from
the current Friday market close to next Monday mar-
ket close will be used. Dividend payments and stock
splits are also merged into returns to correctly reflect
the stocks” actual value changes. Some stocks might
not be matched with a valid return at a certain time for
reasons like a trading halt, etc. We dropped the articles
without matching returns.

Finally, we used Jieba'* (Sun 2017) to divide an arti-
cle’s title and main text to lists of words (and phrases)
based on the hidden Markov model. This method works
at the single Chinese character level and labels each
character as one of the four states: B (begin), M (middle),
E (end), and S (single). With their existing emission and
transition probability on every state and every single
Chinese character, the Viterbi algorithm is used to find
the most likely sequence of hidden states. Then, the text

Table 1. Number of Sina Finance Articles After Each Stage
of Preprocessing

Sina Finance articles Number of articles

All html downloaded 6,343,491
Removed nonarticles 5,880,943
Removed very similar articles 4,195,741
Removed missing date/time 4,195,726
Matched with at least one stock 2,465,127
Matched with exactly one stock 1,985,781
Matched with an effective return 1,791,364
Down sampled (<300/days) 914,070

can be divided into words and phrases using the estima-
tion results of hidden states. We chose the algorithm for
its ability to deal with unknown phrases and fast speed
(linear time complexity with respect to the number of
characters). The number of articles after each operation
is listed in Table 1.

In the final step, we down sampled our training data
to lower the computing burden'” and balance the num-
ber of articles each day. As shown in Figure 1, our sam-
ple is not yearly balanced because of the strategy of
crawling. There were over 700,000 articles downloaded
in 2019, whereas only 10,000 were downloaded in 2012.
We randomly down sampled the data to at most 300
articles each day. The amount of data is reduced to
914,000 articles in total and much more evenly distrib-
uted among the days."

3.3. Basic Statistics

In our data set of 914,000 articles, there are 1,181,000
words (and phrases) in the entire set D, of which
71,000 words (and phrases) appear in at least 50 arti-
cles (0.004% of all articles). Hence, we used these basic
screenings with 71,000 words and their corresponding
word counts in all following models. The word count

Figure 1. (Color online) The Number of Data Points for Each Year in Our Final Data Set
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Notes. The data set was down sampled so that each day has at most 300 articles. The thin white lines inside each year’s bar divide data by
months. Data from 2000 to 2014 are used for training and tuning, and only data from 2015 to 2019 are used for testing.
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Figure 2. (Color online) The Number of Data Points Distributed on Each Day and the Number of Data Points by Time of Day in
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Notes. Data are largely evenly distributed across days except for the three major holidays in China. Most news is published around market open
and market close. (a) Number of data points by day of year. (b) Number of data points by time of day in 2019.

matrix is highly sparse, with each article having a
median of 309 words and 209 distinctive words, result-
ing in a median article with only 0.29% nonzero entries
among 71,000 dimensional word count vectors.

We present the number of articles collected at the
day-year level in Figure 2(a). The number of data
points is evenly distributed across each day, except for
a couple of holidays."” The number of data points
aggregated along each half-hour window of a day is
also plotted in Figure 2(b). Most news is published
from the market open time around 9 a.m. to the end of
the day. There is also some news published after mid-
night, which is mostly autogenerated news or overseas
news.

Table 2. Summary Statistics of Collected Data

More details of the data are presented in Table 2.
We reported the word counts and associated returns
at the single news level. In addition, we summarized
the data from five years (2015-2019) of testing data by
the date associated with their effective returns. The
number of articles, the number of distinct stocks cov-
ered, and SSEC returns are reported. We also reported
the percentage of news that is associated with a posi-
tive return.

3.4. Tuning and Testing

3.4.1. Tuning Hyperparameters. Even though most
parameters can be learned in the training process, we
still need to confirm some hyperparameters first, such

Data Basis #Data Mean Std Skewness  Kurtosis 10% 25% 50%  75%  90%
# words All 914,070 680 1,077 6.5 120.6 77 152 376 781 1,440
# distinct words All (articles) 278 255 2.5 12.6 54 99 209 373 578
Returns All 0.4% 5.3% 68.3 99035 —-33% —09% 0.0% 15% 4.7%
Beta-adjusted returns All 03%  51% 75.7 11,365.0 —-29% —11% 0.0% 14% 4.2%
# articles Daily 2015-2019 1,220 356 139 2.2 5.5 268 289 308 349 549
# distinct stocks Daily 2015-2019 (days) 250 81 1.7 34 184 206 231 261 370
% positive returns Daily 2015-2019 47% 19% 0.1 -0.5 23% 34% 46%  61%  73%
SSEC returns Daily 2015-2019 0.0%  1.5% -1.0 64 —14% —05% 01% 0.6% 1.6%

Notes. We summarize our data on two bases. The “all” basis looks at the entire data set and views each article as a data point. The summary
statistics of each article’s number of words, number of distinct words, associated effective raw returns, and beta-adjusted returns are displayed.
On the “Daily 2015-2019” level, we group and summarize articles from 2015 to 2019 by their publish date. For each day, we calculate the number
of articles, the number of reported distinctive stocks, SSEC return, and the proportion of articles associated with a positive return on that day.

Std, standard deviation.
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as the C in Equation (2.4). Tuning these hyperpara-
meters is conducted with the data from 2000 to 2014.
More specifically, we used data from 2000 to 2010
as the training set and data from 2011 to 2014 as the
validation set for selecting optimal hyperparameters,
which maximized the cumulative daily returns of
an equally weighted portfolio.'® The optimal combina-
tion of hyperparameters, which provided the highest
cumulative returns, was fixed and used in all subse-
quent learning and testing. We applied these tuned
hyperparameters to train other parameters and test
our model’s performance from 2015 to 2019 with a roll-
ing window set, as introduced in the next section.

In FarmPredict, tuning starts with finding C in Equa-
tion (2.4), which controls the number of underlying fac-
tors. Figure 3 shows the screen plot and eigen differences
plot of data from 2000 to 2014 using the adjusted eigenva-
lues of the correlation matrix of binary word counts. The
figure shows that there are two stronger factors and seven
relatively weaker factors. Inspired by this, we choose
C =150, which gives k =9 factors in the adjusted eigen-
value thresholding method (2.4). We then fix C=150
through the study."

With C fixed in FarmPredict, we need only to tune x
for screening frequently used words in D™ and « for
screening sentiment-charged words in S. The tuning
parameter x is chosen from the 80%—-96% quantiles

of k/’s of all words, with increments of 2%. There are
around 70,000 words in each 10-year training period,
and the range of x corresponds to the range of
3,000-15,000 words from D4, The tuning parameter a
is the threshold in conditional correlation screening for
controlling the number of words selected into S. It is
chosen to ensure that the number of remaining words
|S| is exactly 500, 1,000, or 2,000. A further selection of
sentiment-charged words is done via penalized regres-
sion (2.6) with A chosen by the crossvalidation.

3.4.2. Rolling Windows Test. All methods are trained
and tested via rolling windows for the basis of six
months. For each window, 10 years of data are used for
training models, and the subsequent six months of data
are then used for testing. Then, we will roll forward the
entire window by six months and redo the training and
testing, and we repeat with the following data. The first
window is set from 2005 to 2014 for training and Janu-
ary to June 2015 for testing, and the test sample of the
last window covers July to December 2019. In total, 10
windows are examined, and we recorded the predicted
result on every trading day from 2015 to 2019.

The training and testing windows in our rolling win-
dow test are carefully chosen based on the distribution
of our data. The amount of training and testing data
is stable across windows. Among the 10 windows, the

Figure 3. (Color online) Top Adjusted Eigenvalues and Eigen Differences of the Correlation Matrix of Binary Word Counts
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Notes. There are two major factors and seven relatively weaker factors corresponding to C = 150 in adjusted eigenvalue thresholding (2.4). (a)

Top adjusted eigenvalues. (b) Top adjusted eigenvalue differences.
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Figure 4. (Color online) Top Sentiment Words Estimated by FarmPredict
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Notes. The top 50 words by their sentiment strength are selected, and their font sizes are proportional to their sentiment strengths. We selected
only words in S and used their regression coefficients in B as sentiment strength.

number of training articles ranges from 428,000 to
529,000, with input words ranging from 761,000 to
863,000.

4. Results

4.1. Validation of Sentiment Scores

4.1.1. Sentiment-Charged Words. To verify our senti-
ment indices extracted from the context of news, we first
report the top sentiment-charged words by FarmPredict.

Figure 4 presents the top positive and negative words
selected. We adopted the Chinese style of coloring,
where red indicates positive sentiments and green indi-
cates negative sentiments. The font size of each word is
proportional to its sentiment strength in the model. In
FarmPredict, we selected only words in S and used their
regression coefficients in B8 as the sentiment strength.
Because our study focused on Chinese text data, we
also present the pinyin for pronunciation and the trans-
lations of top positive and negative words in Table 3.

Table 3. Top Sentiment-Charged Words Chosen by FarmPredict and Their Corresponding Pinyin and English Meanings

Positive words

Negative words

Rank Chinese Pinyin English Chinese Pinyin English

1 k1% Zhang Ting Reach daily upper limit iz Die Ting Reach daily lower limit
2 ER Zou Qiang Trending high BYFERA Gan Si Dui Suicide squad

3 +R Shi Zhi Ten stocks MR Zhun Que Lv Accuracy

4 1K Zhang Rise HE Ri Pan Open hours market
5 5% Qiang Fan Tan Trade before revert B Die Drop

6 st La Sheng Push up Tt Bu Chao Less than

7 s Fa Gao Report S Quan Wang All over the internet
8 B Zao Pan Morning market ERE] Shi Dang Level 10

9 mE Mian Shang On the surface 1#HRA Jing Liu Ru Net inflow

10 BHEZ Ri Fu Pan Daily market review Pt 4 Song Gu Bonus share

11 B5H Shou Ri First day =5 Gao Ping High frequency

12 1R Kuai Xun Breaking news 245 Quan Xian Everywhere

13 fEER Qi Fu Pan Market review RIEM Zui Di Jia Lowest price

14 = Shou Ge First et = Jian Chi Selling stock

15 BRER S Gu Piao Jiao Yi Stock trading L& Hui Zong Summary

16 Tsg Yu Zeng Rise before earning report PRI Die Fu Decline

17 1he Ju Pai Initial Public Offering % Ruo Weak

18 FiEfgE Shang Zheng Zhi Shu SSEC index Rk Da Die Fall sharply

19 EER Cha E Difference 753 She Xian Involved in

20 AMRE Da Yang Xian Rise intraday 1 Zhong Zhi Terminate

Note. These words are selected as a group to best augment the prediction by latent factors.
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The words are ranked by their sentiment level. The top
five sentiment-charged words for positive returns are

FarmPredict: {ik f# (reached daily upper limit), & #&
(trending high), + R (10 stocks), ik (rise), 8 R 7%
(trade before a rebound);

and for negative returns, they are

FarmPredict: 1% (drop to the lower limit), BX 5E PA
(suicide squad), MAE (accuracy), B (open hours),
# (drop).

Results in Figure 4 and Table 3 indicate that unlike
previous studies that only cover trading-related infor-
mation, FarmPredict would capture all information of
the article to select coordinated words, resulting more
regularly in “nonsentiment” words, such as “+ R (10
stocks)” and “BX¥E PA (suicide squad).” Because there
is particular language and writing mannerisms of each
human being, not only general sentiment-charged
words but also fixed collations and metaphors may be
used to express and state comments and opinions in
news. For instance, we barely find the word “BX%E BA
(suicide squad)” in any sentiment dictionary from pre-
vious studies, but when writing articles, the reporter
and editor usually analogize the monetary inflow in a
depressed stock market to “suicide squad.” Hence, we
found that it has a strong predictive power of negative
returns.

Another interesting finding is that top positive
sentiment-charged words in Chinese stock markets are
more “trading related,” whereas previous literature
about the U.S. market concluded a more “value-
related” result (Ke et al. 2019). It also matches the cur-
rent condition in Chinese stock markets that individual
investors play a more critical role in market trading and
are more likely to be influenced by trading-related
news. Therefore, instead of a value-related signal, posi-
tive trading-related news of stocks will be more effec-
tive in explaining asset price changes in Chinese stock
markets, known as the “herding effect.” This result also
demonstrates a relatively lower efficiency in Chinese
stock markets. Unlike positive words, there is a more
“value-related” phenomenon in the negative part, with
more legal-related words, such as “involved in” and
“fraud,” which are traditional influencing factors on
asset pricing. This result illustrates more rational behav-
ior and implies greater similarity to the U.S. market.”’
Because a short sale is constrained and costly in China,
mostly conducted by institutional investors or profes-
sionals, asset pricing information provides a stronger
signal for driving market trading

4.1.2. Do Sentiments Predict Returns? Even though
we have tested the consistency of our sentiment-charged
words and the sentiments, it is still critical to directly val-
idate whether our calculated sentiment scores have any

prediction power on the returns. Based on our training
target, we would expect that our sentiment scores can
predict the beta-adjusted returns of their associated
stocks. However, this process should not capture the
information of the whole market, thus resulting in much
weaker prediction power on market returns.

We first conducted the regression by forming panel
data for the beta-adjusted returns of stocks from Janu-
ary 2015 to December 2019. The multiple regression is
the following, in which we suppress the regression
coefficients:”'

Return;; = Sentiment; ;1 + Return; ;s + Xy + u, + €3,

where Retfurn; is the beta-adjusted return of stock i in
day t; Sentiment;; i is the corresponding sentiment
score of stock 7 in day t— 1,2 X,; covers other stock-
level variables to be specified; and p; is time (day) fixed
effects capturing the time-related daily effect, such as
market conditions and economic growth. As our senti-
ment score is trained with the stock-related news, there
is a possible endogeneity issue that the news we use is
driven by the beta-adjusted returns (i.e., the news
might be reported after the extremely high/low beta-
adjusted return occurred). The use of lagged returns
mitigates this endogeneity issue between returns and
the sentiment scores. We also controlled other stock-
level variables, including stock size, price to book,
return beta and alpha of the last year, stock volatility,
and earnings surprises, to achieve a robust estimation.
Moreover, because the beta-adjusted returns might be
correlated with their past data, we added the one-week
lagged returns as the control variables.

We gradually added the control variables into the
model to test the robustness of the correlation. As
shown in Table 4, there is a significant positive correla-
tion between beta-adjusted return and the sentiment
score. This positive correlation stays robustly signi-
ficant only with the coefficient turning smaller after
controlling the lagged returns and other stock-level
variables. It can be seen from Table 4 that our sentiment
scores are highly correlated with the beta-adjusted
returns of each corresponding stock with a strong mul-
tiple R* and thus, can be applied to build portfolios
with high beta-adjusted returns.

Even though Table 4 provides strong evidence of
the prediction power of our sentiment scores on their
associated stock returns, it is still essential to check if
we captured the genuine specific features of stocks on
that day but not the global attributes and information
of the whole market. With this goal, we then con-
ducted a similar regression analysis between daily
market returns, daily average sentiment scores, and
their dispersions, which are calculated based on all
sentiment scores for the articles published on that day.
We took daily returns of market indices in Shanghai
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Table 4. Correlation Between Sentiment Score and Stock
Beta-Adjusted Return

FarmPredict

Beta-adjusted return 1) 2 (3) 4)
sentiment; ;1 0.350**  0.208***  0.193**  (.193***

(0.011)  (0.036)  (0.045)  (0.045)
Lagged returns Yes Yes Yes
Control variables Yes Yes
Earnings surprises Yes
Time fixed effect Yes Yes Yes Yes
Adjusted R* 0.007 0.023 0.031 0.031

Notes. This table presents the estimation results of equation Return;
= Sentiment; ;1 + Return; ;s + Xy + 11, + €. The outcome variable is
the beta-adjusted return of stock i in day t. All standard errors are
clustered by stocks. The scores are normalized and centered at 50.
Statistical significance is indicated with asterisks.

4 < 0.01.

and Shenzhen stock markets to form time-series data
from January 2015 to December 2019 and fit the fol-
lowing regression model:

Return; = AveSentiment;_1 + DISP;_4
+ Return;_s + Return,_; + X + Dyeqy
+ Dinonth + €1,

where Return, is the return of the Commodity Selection
Index (CSI) 300 index (Shanghai and Shenzhen 300
index); AveSentiment,;_; is the daily average sentiment
score; DISP;_; is the dispersion variable of the score to
control the variation represented by the standard devia-
tion;”> and Dyear and Dy, are year and month fixed
effects to control yearly and monthly related trends,
respectively. To mitigate the endogeneity issue between
sentiment and market return, we also used the lagged
terms of sentiment. We controlled the short-horizon
lagged Return;_s, long-horizon accumulated terms

Return;_; of market returns, and other market variables
X,, including valuation measures and levels of interest
rates in our models, to provide a robust estimation.

The results are shown in Table 5. We studied the
correlation between the sentiment scores and market
returns by sequentially adding the lagged terms. The
results in Table 5 reveal that unlike Table 4, none of the
results could provide evidence of the predictability of
sentiment scores on the market returns. These nonsig-
nificant results in Table 5 meet our expectation; because
the sentiment scores are trained based on the beta-
adjusted returns of individual stocks, a well-tuned
model will only capture information about the individ-
ual stock but not the market. Both of the results in
Tables 4 and 5 validate the performance of our model
in extracting stock-level information from the news
and neglect the global information of the market.

4.1.3. Event Study on Sentiment Scores. In this sub-
section, we conducted an event study to see whether
there is a significant reaction of individual stocks to
sentiment scores. We treated the occurrence of senti-
ment score as an “event” and took a subsample that
covered 14days before and after the occurring date.
Therefore, we can observe the pattern of beta-adjusted
return change caused by the news and stock sentiment
in this panel data. Then, we conducted the regression
as follows:

14
Returny = Z ﬁpDayl.p +0; + U, + €, (4.1)
p=—13

where Returny is the beta-adjusted return of stock i in
day t; Day;, are indicators of days before and after the
sentiment occurs, of which the range is —13 to 14,24
and 0; and u; are stock individual and day fixed
effects to control the heterogeneity in stock and date,
respectively.

Table 5. Correlation Between Sentiment Score and Market Return

Return @ 2) 3) ) ®) (6)
AveSentiment; 4 0.006 0.053 0.004 —0.004 —0.031 —0.045
(0.118) (0.125) (0.129) (0.131) (0.134) (0.144)
DISP; 4 —0.251 —0.286 —0.310 —0.187 —0.132
(0.226) (0.228) (0.228) (0.238) (0.261)
Market variables Yes Yes Yes Yes
Short horizon lagged return Yes Yes Yes
Long horizon accumulated return Yes Yes
Month fixed effect Yes
Year fixed effect Yes Yes Yes Yes Yes Yes
Adjusted R? —0.001 —0.001 0.002 0.008 0.016 0.011

Notes. This table presents the correlation between market return and the mean sentiment score. The outcome variable is the market return of the
CSI 300 index on day t. The dispersion variable is represented by the standard deviation of the daily sentiment scores. We also controlled short-
term lagged returns for five days and long-horizon accumulated returns for three months, six months, and one year. The market variables,
including Cyclically Adjusted Price Earnings and interest rate, are also added.
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Figure 5. (Color online) Event Study on Beta-Adjusted Return Before and After the News Announcement
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Notes. The horizontal axis represents the days before and after news announcements, and the vertical axis is the beta-adjusted return during that
day. We set day 1 as the day of the event (news) occurring. The coral, orange, and blue lines represent subsamples of the top 25%, 50%, and 100%
positive/negative news. The white circles are the point estimates of the mean beta-adjusted return (estimated f, in model (4.1)), and the bands
around the circles indicate the 95% confidence intervals of the point estimates. This figure illustrates the trend of beta-adjusted returns before

and after news announcements.

Model (4.1) provides straightforward results on how
the markets and stocks anticipate (before) and react
(after) to the sentiment scores. Figure 5 depicts the
results of fitting model (4.1) separately on the top 25%,
50%, and full-sample positive/negative news. The
results align well with each other and show significant
heterogeneous mechanisms between positive and neg-
ative news. For the positive sentiments, the beta-
adjusted returns start to increase and reach a relatively
high level about seven days before the sentiment
occurs. Such a trend is stronger for more positive news
as the top positive news will lead to a higher return in
Figure 5. The highest impact is on the day that news
arrives, with an average of 83 bps for the full sample.
Consistent with the discussion on the words we ex-
tracted from the news, positive news in the Chinese
stock markets mainly covers trading-related reports.
Another possible reason is that the information is
leaked to market participants, leading to an increase in
return before the news occurs.

However, for negative news, we did not observe this
phenomenon that returns decrease prior to a news
announcement. The beta-adjusted return is only nega-
tive when news occurred, which has an average impact
of 26 bps for the full sample. This aligns well with the
short-sale restrictions in the Chinese markets. Even if
negative news is leaked or anticipated, transactions are
hard to take place. It is also consistent with the result in
Figure 5 that positive news has a bigger impact on stock
returns than negative news, contrary to the behavior in
the U.S. equity market.

For the beta-adjusted returns after the news announce-
ment, we found similar patterns for both positive and
negative news, with existence periods of two and three
days, respectively. Beta-adjusted returns after this period
are statistically insignificant from zero for both groups.
The results show an arbitrage opportunity for portfolios
built on the day after news announcements. Therefore,
the results of this event study also provide a mechanism
for why our constructed portfolios in the next subsection
can achieve high beta-adjusted returns based on the senti-
ment scores.

4.1.4. Placebo Test. In this subsection, we conducted
a placebo test for our event study to test if this specific
trend of beta-adjusted returns is caused by the event
as measured by the sentiment scores in this paper. To
evaluate this, we randomly pick a subsample with
continuous 28 days from each stock, the same length
as that in the previous event study, from the data not
overlapping with the event period. Then, we reran the
event study regression on this new random sample
and replicated it 200 times to see if the significantly
outperformed returns will occur. This results in 200
curves, depicted in Figure 6. The gray area is the accu-
mulated estimation results of each replication, show-
ing a distribution with a mean of zero. The results in
Figure 5 are superimposed in Figure 6 for compari-
sons. This result boosts our confidence that the results
in Figure 5 are robust and genuine and specifically
caused by the news and reports. Moreover, we can
observe that beta-adjusted returns after the initial day
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Figure 6. (Color online) Placebo Test of Sentiment Score
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Beta-adjusted Return (%)
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Notes. The light gray lines are the point estimates based on 200
experiments from fitting the model Return; = Z;‘;B B,Day, +6i +
u,; + €t on the subsample by removing observations of stocks affected
by the news (sentiment). All others are the same as those in Figure 5.

of new announcements still stand out from the pla-
cebo returns, providing a tradable portfolio-building
strategy, which will be introduced in the next section.

4.2. Portfolio Performance

We also tested the models by building stock portfolios
based on their predicted scores. Portfolios are built and
tested in each rolling window as follows. The model
would gather all the articles from the previous market
close (3:00 p.m. on day f — 1) to the current market close
(3:00 p.m. on day t) and calculate the corresponding
score of each article-related stock; hence, our strategy
would cover all news that occurred 24 hours before the
market close on day t. Then, we invest by longing 50
stocks with the highest scores and shorting 50 stocks
with the lowest scores.” Suppose that there are fewer
than 50 stocks with positive/negative signals. In that
case, the unallocated capital will be kept as cash (with
no interest), so the portfolio’s total capital exposure
would never be greater than 100%. We form our posi-
tion at the closing auction and close it at the second
trading day’s closing auction (day f + 1). Under an EW
set, we long and short each stock with the same fixed
1% total capital exposure each day.

We also tested the portfolio performance under a
VW set, where the weights are set to be proportional to
stocks” total market capitalization on the prior day.
Such a portfolio would put larger weights on large-cap
stocks compared with small-cap ones. Usually, there
are more informed investors trading large-cap stocks,
leading to more efficient prices, better liquidity in trad-
ing, and fewer returns (Ke et al. 2019). We anticipated
that it is less affected by new sentiments.

4.2.1. Transaction Fee and Price Limit. There are sig-
nificant transaction costs and taxes charged by the
exchanges or stock retailers for the daily portfolio
strategies in China. Transaction costs of trading in Chi-
nese stock markets are made up of the following three
main components.

1. Stamp duty is 0.1% of the total capital transaction
amount. Only sellers are charged. This is equivalent to
10 bps costs in our portfolio if all positions are liqui-
dated the next day.

2. Transfer fee is one Chinese Yuan (CNY) for each
1,000 shares traded and is charged to both buyers and
sellers; it is only charged on stocks traded on the
Shanghai Stock Exchange. Thus, there is a 1 bps com-
bined cost (buy and then sell on the Shanghai Stock
Exchange) for a stock with a price of 20 CNY per share.

3. Trade commission ranges from 0.01% to 0.02% for
each transaction and is charged by stock retailers on
both sides of a trade. Typical rates are around 1 bps.

In a typical case with a stock price above 20 CNY
(most stocks are above this price), each trade we made
(buy and sell combined) incurs 10 bps in stamp duty,
about 1 bps in transfer fees (even the number of stocks
in the Shanghai Market is about 35% of the whole), and
2 bps in trade commission. So, only trades with a posi-
tive expected return of over 13 bps daily are profitable
under these conditions.

Another issue is that China imposes a 10% price limit
in its equity market,”® serving as a market stabilization
tool. On each trading day, no order can be placed or
traded at prices outside the =10% range of its previous
closing price. Moreover, once the price of one stock
reaches the price limit, it becomes barely tradable, and
only a fraction of stock orders might eventually be exe-
cuted because all trades happen at the same limit
prices. Hence, this restriction would affect our strategy
by making stocks at limits difficult to trade.”

As it would require high-frequency order data to real-
ize how many orders could be executed for a stock at the
price limit, we are unable to provide a precise result of
the realistic portfolio performance. To ameliorate this
issue, we provided its upper and lower bounds, which
correspond to the extreme situations where all or none
of the stocks at the price limit were traded. It is worth
noting that our portfolio strategy could be improved by
using higher-frequency data (i.e. long/short right after
the news announcements) hold the capital when no
stocks are eligible for investment to avoid the high trad-
ing fee, etc. Nevertheless, the portfolio performance with
the current evaluation strategy would still reveal how
much our model learned from the text data and provide
a fair way for model comparison (see Section 5.2).

4.2.2. Basic Performance. The portfolio returns for the
EW strategy are computed based on $100 invested each
day: investing $1 on each of long or short positions and



Downloaded from informs.org by [74.48.65.136] on 28 April 2025, at 04:54 . For personal use only, al rights reserved.

Zhou, Fan, and Xue: How Much Can Machines Learn Finance from Chinese Text Data?

8976

Management Science, 2024, vol. 70, no. 12, pp. 8962-8987, © 2024 INFORMS

adding up the total daily gains divided by 100. Because
this is a long-short portfolio, the actual capital expendi-
ture is much lower than 100, yielding even better per-
formances. A similar computation of portfolio returns
is applied to the VW strategy.

To accurately account for the transaction fee, we
first calculated the daily average of the total changed
proportion of portfolios in Equation (4.2) as the aver-
age turnover ratio. The total portfolio weight w; is no
greater than one by construction (typically equal to
one), and the case |[wi1 —wy|l; =2 implies that the
portfolios are totally different between day t and day
t+1. The portfolios between every two adjacent days

are compared, and only their differences are traded.
For simplicity, we ignored the changes of weights
from f to t+1 because of stock price changes in turn-
over calculations:

A T Ratio := ———— — .
verage Turnover Ratio := 5 -1 ; [[wWe — wia|ly

4.2)
Figure 7 illustrates the basic performance of our model,
where we compared cumulative log 2 returns with and

without the transaction costs and price limit constraints.
The detailed performance of the combined long-short,

Figure 7. (Color online) Cumulative log2 Returns of EW and VW Portfolios
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Notes. Transaction costs and price limits are both considered. We assumed the extreme case where liquidity becomes strictly zero for stock-
triggered price limits. (a) Cumulative log?2 returns of the EW portfolio. (b) Cumulative log2 returns of the VW portfolio.
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Table 6. Portfolio Performances from 2015 to 2019 of FarmPredict

Upper bound (without price limits)

Lower bound (with price limits)

No Transac

With Transac

No Transac With Transac

Portfolio SR APR, % SR APR, % SR APR, % SR APR, %
EW
L+S 8.51 105.16 532 54.35 4.26 38.70 0.21 4.30
L 3.86 75.76 4.36 52.44 1.74 20.18 0.17 421
S 1.14 16.30 —0.18 0.84 141 15.00 —0.31 —0.28
VW
L+S 2.94 45.18 0.46 9.18 0.86 14.24 -1.21 -14.11
L 4.1 46.00 227 26.62 1.37 15.68 —0.23 0.31
S —0.30 —0.60 —1.57 —13.81 —0.37 —1.28 —1.64 —14.40

Notes. The transaction cost is placed daily when components of the portfolio are changed. Transaction cost includes stamp duty, transfer fee,
and trade commission in China. We assumed a 13 bps transaction cost for each buy and sell trade combined for the “With Transac” column. The
turnover ratio is considered when calculating the returns. The upper and lower bounds indicate that all/no stocks at price limits are traded. L,

long; L + S, long-short; S, short; Transac, transaction.

long-leg, and short-leg of the portfolio is shown in
Table 6.

Table 6 demonstrated that the transaction fee would
strongly affect the performance of FarmPredict, and the
APR would reach 105% under a perfect condition (no
transaction fee and price limits), but only 54% might be
realized. Moreover, the price limits also lead to a signif-
icant decrease in portfolio performance: that the APR
would drop from the ideal setting (all orders are exe-
cuted) of 54.35% to the worse scenario (no orders are
executed) of 4.30%. Such a result would indicate that
there are stock price-related signals residing in Chinese
news texts as our model would capture the most posi-
tive (trigger the price limits) stocks at a daily level.*®
The Sharpe ratio changes with the returns from 5.32 to
0.21 under the EW set. According to Chen et al. (2015),
the relative rational SR is about 2.8, which allocates in
our range. Another observation is that the portfolio
returns are mostly realized from the long leg rather
than the short leg, which would even be negative under
the VW set. Such a finding is also in line with those pre-
sented in Figure 5.

Despite the 45.18% APR performance of value-
weighted portfolios, once transaction costs and price
limits are involved, the strategy is no longer profitable.
This suggests that large-cap stocks are more popular
and better studied, so their prices are less affected by
the arrival of financial news; hence, the high trading fee
erases the profits of the news when trading daily. Such
a result for the Chinese market is consistent with those
in the U.S. market obtained by Ke et al. (2019).

4.2.3. Return Compositions and Market Risks. To bet-
ter understand the allocation strategy, we studied the
components of its returns and risks. We introduced
measures to decompose and evaluate a portfolio’s idio-
syncratic return and pricing factor exposure and used

them to analyze FarmPredict’s returns and risks from
its long leg, short leg, and market movements.

Stock short-term movements induced by market con-
ditions are usually thought of as orthogonal to the
stock’s fundamentals or stock-specific signals. We used
the four-factor model in Carhart (1997) to evaluate
alphas rather than raw returns. Here, beta represents
the stock’s exposure to market movements. Estimating
alphas helps us to understand whether the return asso-
ciated with the news sentiment strategy is driven by
exposure to common risk factors. We used the linear
regression in Carhart (1997) as follows:

Ryi — Ry = at + ,MKT, + B,SMB, + p,HML,
+ ﬁ4MOMt + &it,

where the Ry is the risk-free rate; MKT;, SMB;, HML;
are the three factors introduced in Fama and French
(1993) covering the market, small minus big, and high
minus low factors; and MOM,; is the momentum factor
that is estimated by the difference between the return
rates of the most and least profitable stocks during the
past 11 months. The alphas can then be estimated.

To further quantify the relationship of our returns to
the market, we propose the following R*> measure to
account for the amount of variance in portfolio returns
that are related to the market. Based on the decomposi-
tion of returns R,, we define R%, >’ as the proportion

factor
of variance in returns from the market as

RZ
Mactor
_ S°4(BMKT; +8,SMB; + B;HML; + f,MOM; + Ry)’
Zt[Rp,t - ave(Rp,t)]2

Results on the portfolios based on our FarmPredict
model are shown in Table 7. All transaction costs are
considered. Only 6.92% of the overall variance is related
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Table 7. Characteristics of EW and VW Portfolios Based on
FarmPredict

Daily return,

Portfolio SR APR  Alpha APR Rﬁmr bps
Upper bound
EW
L+S 532 54.35 51.06 6.92 17.7
L 4.36 52.44 47.08 34.25 17.2
S —0.18 0.84 2.72 27.18 0.3
VW
L+S 0.46 9.18 7.06 5.48 3.6
L 227 26.62 24.94 3.32 9.6
S -1.57 -13.81 —14.32 7.28 —6.1
Lower bound
EW
L+S 0.21 4.30 2.01 5.15 1.7
L 0.17 421 0.51 35.95 1.7
S -031  —0.28 1.50 25.68 —0.
VW
L+S -121 -1411 —15.84 5.08 —6.2
L -0.23 0.31 —-1.06 3.53 -0.1
S —-1.64 —14.40 —14.94 8.64 —6.3

Notes. The testing period ranges from 2015 to 2019. Sharpe ratios,
daily and annualized average returns, robust alpha, and market
exposures are reported. Separated returns of the short and long legs
of both portfolios are reported as well. L, long; L + S, long-short; S,
short.

to the market because market exposures from longs
and shorts cancel out when combined. The long and
short legs themselves, as expected, assume large market
exposures from 27.18% to 34.25%.

The performances of portfolios in both regular re-
turns and factor-adjusted returns® from 2015 to 2019

are shown in Figure 8. The curves of cumulative raw
returns and factor-adjusted returns (alphas) are very
close in the figure, indicating that the portfolio is mini-
mally exposed to market risks. The long and short legs
cancel out each other’s short-term variations and con-
tributed to the overall portfolios in different periods.

5. Model Discussion and Comparison
Besides the performance analysis of both return predic-
tion and portfolio building, we still would like to assess
empirically the methodological novelty of FarmPredict,
say by augmenting the prediction model with factors
and covering advantages from both word selection (resi-
duals) and word clustering (factor). To do that, we first
discussed FarmPredict by isolating the “contribution”
of factors and idiosyncratic residuals for prediction and
then compared it with other textual models.

5.1. Discussion of the Model

5.1.1. Factors vs. Residuals. As we mentioned in Sec-
tion 2, the most novel part of FarmPredict is to (without
supervision) convert high-dimensional variables into
factors and idiosyncratic residuals. Unlike previous fac-
tor models, FarmPredict takes the idiosyncratic resi-
duals into models instead of only using factors, which
avoids the information loss by principal components in
the dimensionality reduction and results in significant
improvements in prediction. Nevertheless, we are still
curious about the “contribution” of each part in our
case. Hence, we conducted Equation (2.6) using factors
and idiosyncratic residuals separately. Such a process

Figure 8. (Color online) Cumulative log2 Returns of Long-Short, Long-Only, and Short-Only Strategy and Their Associated

Factor-Adjusted Returns from 2015 to 2019
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Notes. Our portfolio has little correlation with the market, with curves of the beta-adjusted return almost perfectly overlapping with the raw
ones. Investing on both the long and short sides greatly helped smooth out market volatility. L, long; L + S, long-short; S, short.



Downloaded from informs.org by [74.48.65.136] on 28 April 2025, at 04:54 . For personal use only, al rights reserved.

Zhou, Fan, and Xue: How Much Can Machines Learn Finance from Chinese Text Data?

Management Science, 2024, vol. 70, no. 12, pp. 8962-8987, © 2024 INFORMS

8979

Table 8. Comparison of Different Components in
FarmPredict

Daily return, Difference in

Components R, % bps return, bps
Full model 421 17.8 —
Factors only —0.12 —8.2 26%**
Residuals only 4.21 16.4 1

Notes. This table shows the fitting result and the portfolio
performance using different components of FarmPredict. We mainly
compare the R? calculated by the test sample’s combined result, the
daily return with transaction fees, and the difference in daily return.
Statistical significance is indicated with asterisks.

4 < 0.01.

would allow us to further detect the importance of each
part and be insightful for model building in textual
analysis. Note that idiosyncratic residuals use both
data from the original data X and latent factors f. Even
though the factor part does not directly contribute to
the prediction, it contributes to the prediction through
the idiosyncratic residuals, and the model is still differ-
ent from using LASSO on X.

We set the EW with transaction costs but no price
limits as the baseline for model comparison. Table 8
reports the prediction results of the full model, the
factor-only model, and the residual-only model. We
focused on performances of both the prediction and the
portfolio building.*" Table 8 provides solid support for
FarmPredict in high-dimensional studies: that idiosyn-
cratic residuals matter in our case, whereas covering
factors would help improve the prediction. The model
and portfolio performances are similar to the full and

residual-only models, with a slight difference in portfo-
lio performance.

However, Table 8 would lead to another concern:
that FarmPredict might collapse into an LASSO model
because residuals almost account for all the contri-
butions. Therefore, we further compared FarmPredict
with the naive LASSO using X with ¢; to learn finance.
Figure 9 compares portfolio performance between
naive LASSO and FarmPredict.”* Conditions with and
without price limits are presented for a robust compari-
son. Figure 9 proves that in terms of portfolio building,
FarmPredict did not collapse into a naive LASSO model
and that factor augmentation would significantly bene-
fit the prediction, with an R* increase slightly from
3.99% (LASSO) to 4.21% (FarmPredict) and a 37.4%
improvement in APR.

Results in Figure 9 and Table 8 are very insightful
for textual analysis; instead of only doing dimension
reduction, which is the main focus of most factor-based
studies, or word selection process (i.e., LASSO), cover-
ing both elements, such as using factors to augment the
predictors, results in better performance. Such results
would shed light on model building in textual analysis:
that studies might focus on taking advantage of both
dimension reduction and word selection models.*

It is worth noting that although the residual u plays a
critical role in our case, as FarmPredict covered both
factors and residuals, the unsupervised tuning process
would lead the model to an optimal balance between
elements. Results in Table 8 would not imply that factor
models are less efficient compared with other word
selection models but demonstrate the importance to
cover both of them in the textual building.

Figure 9. (Color online) Comparison with the Naive LASSO Model
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Notes. This figure presents the comparison of accumulated returns of FarmPredict and LASSO strategies. The same data with FarmPredict are
used for comparison. We tuned the hyperparameter A in Equation (2.6) with the same tuning process of FarmPredict.
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5.1.2. Content of Factors. We further studied the con-
tent of factors using the loading matrix mentioned in
Equation (2.2) for a better understanding of the infor-
mation that FarmPredict captured. Figure 10 presents
the content of nine factors after removing the function
words.** We provide the translation of the words in
each figure in the online appendix. These factors can be
further labeled into topics based on the top-weighted
words in each factor, including firm, Chinese economy,
funds, cooperate governance, Initial Public Offering,
earnings, incentive, restructuring, and others. The label-
ing is not the main target of FarmPredict but simply
provides some economic understanding of each topic.
The word clouds in Figure 10 also demonstrate that our
model could decompose the Chinese text into easily

Figure 10. (Color online) Content of Factors

interpretable groups with specific topics, such as the
economy and policy in China. Similar results are also
found in Larsen and Thorsrud (2017).

Because most of these topics are neutral, simply
extracting these topics out would not help predict
returns. This result also shows a potential mechanism
of FarmPredict; instead of relying on tons of strong
topics or a selection of words, FarmPredict focused on
the sentiment-charged residuals with (weak) topics.

5.2. Model Comparison

5.2.1. Word Selection Model. Despite that the discus-
sion section has clearly shown how factor augmentation
would benefit prediction, to demonstrate the advantage
of FarmPredict covering both factor and individual
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Note. This figure presents the word clouds of nine factors without the function words using the elements in the loading matrix B.
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Figure 11. (Color online) Comparison with MNIR
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Notes. This figure presents the comparison of accumulated returns of FarmPredict and MNIR introduced in Taddy (2013). The hyperparameters

of MNIR are tuned with the same tuning process as FarmPredict.

words, we further compared it with other statistical
models by word selection and clustering.

5.2.1.1. MNIR. First, we implemented MNIR, which is
proven as a useful tool in textual analysis, specifically to
solve the high-dimensionality issue by term selecting
(Taddy 2013). MNIR focused on the hidden sentiment
(topic) of the text and transformed the text-sentiment rela-
tionship into a uniformed multinomial inverse regression
problem. The “Gamma-Lasso” scheme in Taddy (2013)
would yield a stable and effective approach to MNIR esti-
mation. We applied the R package developed in Taddy
(2013) for implementation.35

Figure 11 demonstrated the comparison between
FarmPredict and MNIR in terms of portfolio perfor-
mance. We provided both upper and lower bounds of
the result, and all transaction fees have been accounted
for. Figure 11 illustrated that FarmPredict significantly
outperformed MNIR in our case, speaking to the neces-
sity of using both factor and residuals for prediction.

5.2.1.2. SESTM. We also compared FarmPredict with
the state-of-the-art topic model, SESTM, introduced
by Ke et al. (2019). It assumes that each article is a mix-
ture of two topics—positive and negative—and uses
the mixture probability p, to indicate the positive senti-
ment on the ith article, with one being the most posi-
tive and zero being the most negative. Naturally, p; is
expected to be positively associated with return Y;.
Assume sentiment-neutral vocabulary N is indepen-
dent of either score p; or return Y; given the sentiment-
charged words S. Let s; be the number of sentiment-
charged words in article i. It assumes that the word

count d; s follows a multinomial distribution, which
shares the same statistical thought in Taddy (2013):

d; s ~ Multinomial(s;, p;0; + (1 — p;)0_),

where 0, and 6_ are two parameter vectors of dimen-
sion |S|, indicating the probabilities of occurrences of
sentiment-charged words S in a purely positive or neg-
ative article.

Learning sentiments from a set of training data
{d;,Y;}_, consist of two main steps: learning the
sentiment-charged vocabulary S and learning seman-
tics of these words 0, and 6_. The former uses the
marginal screening techniques in Fan and Lv (2008),
and the latter uses supervised learning with the assis-
tance of the percentile ranking of the return Y; in the
training set. Once the sentiment-charged words and
their semantics are learned, a new article’s sentiment
score p; can be estimated using the maximum likeli-
hood estimator.

We implemented the SESTM and tuned the hyper-
parameters using the same duration as FarmPredict.
Details are shown in Section A.1 in the online appendix.
Figure 12 provides the comparison results between
FarmPredict and SESTM. The two models show quite a
different trend in portfolio performance, with a slight
difference in the final accumulated return. The outper-
formance of FarmPredict on SESTM would further
enhance the advantage of using both factors and resi-
duals for prediction.

5.2.2. Word Clustering Model. The previous result has
demonstrated the advantage of FarmPredict compared
with word selection models by augmenting predictors
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Figure 12. (Color online) Comparison with SESTM
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Note. This figure presents the comparison of accumulated returns of FarmPredict and SESTM.

with factors. Nevertheless, it would be essential to
compare FarmPredict with word clustering methods.
We applied the textual factor model in Cong et al.
(2019) that reduces the word dimension via the word2-
vec embedding approach. The model proposed by
Cong et al. (2019) can be summarized in the following
steps: (a) use a (pretrained) word2vec embedding
model to transform the characters, words, and phrases
within one document into vectors; (b) cluster the trans-
formed data into factors (topics or groups) by a fast

hierarchical algorithm; and (c) learn the topic factor f;
and importance of each factor x; to reduce the dimen-
sion. Machine learning models can be applied after-
ward for prediction.

In Cong et al. (2019), pretrained word2vec models
by Google are used. As we focused on Chinese text,
we used the pretrained word2vec model trained by
financial data to implement this model.*® An LASSO
approach is further conducted for prediction after the
factorization process.”” It is worth noting that although

Figure 13. (Color online) Comparison with the Word Clustering Model
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Notes. This figure presents the comparison of accumulated returns of FarmPredict and the textual factor model in Cong et al. (2019). We used the
codes on GitHub (https://github.com/textualfactor/Text_Analysis) for estimation. The hyperparameters of the textual factor model are tuned

with the same tuning process of FarmPredict.


https://github.com/textualfactor/Text_Analysis
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Figure 14. (Color online) Comparison with Momentum Strategies
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Notes. This figure presents the comparison of accumulated returns of FarmPredict and traditional momentum strategies. We separately con-
structed portfolios based on the performance of each stock in the past one day, two days, three days, one week (lag = 5), one month (lag = 22),
and three months (lag = 66) approximately considering the closing days of the market.

we both used the words “text factors,” the methodol-
ogy and content are very different. The factors (topics)
in Cong et al. (2019) are formed by the clustering in
step (b) using the pretrained word2vec model, and
step (c) is just to help transform the data and reduce
the dimension. Hence, the clustering or dimension-
reduction process is highly dependent on the word2-
vec approach, whereas FarmPredict relies on PCA,
and factor contents rely on weights.

Figure 13 illustrates the model performance of the
textual factor model in Cong et al. (2019) with a com-
parison of FarmPredict. We separately used the two
algorithms (singular value decomposition (SVD) and
frequency counts) in Cong et al. (2019) to load the data
and calculate the importance of each factor. It shows
that FarmPredict still outperforms the textual factor
model, whereas the performance of the SVD algorithm
is quite close to FarmPredict. This result further speaks
to the advantage of FarmPredict for a double-robust
estimation.

5.2.3. Traditional Strategy. As we have empirically
compared the portfolio performance with other factor-
based and word selection models, we still would like to
include “traditional” models to emphasize the advantage
of FarmPredict. Because Figure 5 illustrates a strong con-
temporaneous correlation in returns, we further com-
pared our FarmPredict with momentum strategies, say
building portfolios simply based on past returns.

We separately chose stocks based on the returns of
the past 1day, 2days, 3days, one week, one month,
and three months, which cover approximately 1, 2, 3, 5,

22, and 66 trading days.”® Then, we followed the EW
rule introduced in Section 4.2 and built the stock portfo-
lio based on the sorted momentums using past accu-
mulated returns. The comparison result is shown in
Figure 14. Figure 14 illustrates that the momentum
strategies show a very weak performance in the Chi-
nese stock market, where all portfolios with different
duration result in negative (after accounting for the
trading fee) accumulated returns. The outperformance
against the momentum strategy demonstrates the
advantage of FarmPredict as well as the relevance of
the textual data.

5.2.4. Other Machine Learning Models. Despite the
outperformance of FarmPredict compared with statisti-
cal models, we still would like to provide a more com-
plete picture by introducing other state-of-the-art
machine learning models. The recent success of these
models in neutral language processing also suggests
such points. Therefore, we implemented other models
on the same data set, including BERT and neural net-
work models.

For the BERT model, we fit and tuned the Chinese
version of the pretrained BERT model with 12 layers of
transformer encoder blocks with 768 hidden units and
12 self-attention heads. Then, we added a prediction
layer after BERT separately using ordinary least
squares (OLS), bidirectional recurrent neural networks
(BiRNN), and text convolutional neural network
(TextCNN).* A dropout layer with a probability of 0.5
is added before this prediction layer of all three models
to prevent overfitting.
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Figure 15. (Color online) Comparison with Other Machine Learning Models
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Note. This figure presents the comparison of accumulated returns of FarmPredict and other machine learning models.

Because of the complexity of the BERT model with 12
layers, it would be sensitive to initialization, which eas-
ily converges to the local optimum. Therefore, we fur-
ther used the pretrained model published by Google to
initiate the parameters of the BERT model (Devlin et al.
2019). For neutral models, we implemented a BiRNN
model that consists of one fixed embedding layer (from
BERT pretrained or not), two bidirectional Long Short
Term Memory networks layers with 100 hidden nodes
in each layer, and one fully connected layer.

Unlike BiRNN, convolutional neural networks replace
the fully connected layers in feed-forward neural net-
works with convolutional layers. TextCNN is built on
a one-dimensional convolutional layer and max-over-
time pooling. We built a TextCNN model with three con-
volutional layers with kernel sizes of three, four, and five
separately. For model details, we first defined multiple
one-dimensional convolution kernels to convolute the
input. Then, TextCNN maximized the timing of all out-
put channels and spliced the output values. Finally, one
full connection layer would calculate the category out-
put, which in our case, was the corresponding returns.

Figure 15 provided a straightforward comparison of
portfolio performances of all models. Even though there
are differences in the return level, the trends of BERT,
BiRNN, and TextCNN are very close. Among all models,
FarmPredict still shows the best performance in terms of
portfolio-building strategy. A strong performance against
these benchmark models further provides evidence of
the practical relevance of our FarmPredict.*’

5.3. Summary of the Model
As we compared FarmPredict with several traditional
and state-of-the-art textual models, we would like to

summarize the results to provide a clear view of
how augmenting predictors using factors would im-
prove prediction. Table 9 summarized the comparison
between FarmPredict and other models in terms of fit-
ting and portfolio (out-of-sample R* and daily return
correspondingly) performance. We also provided the
difference in the daily return of each model compared
with FarmPredict. Table 9 shows that FarmPredict out-
performed all other models in terms of both prediction
accuracy and portfolio performance. SESTM performs
the best among all others except FarmPredict (mainly
in the last several windows), whereas there is still a 1.2
bps difference compared with FarmPredict.

6. Conclusion

Previous studies on text data usually rely on a pre-
defined dictionary and humans’ prior experience,
resulting in a nonadaptive and incomplete capture of
information. In contrast to these models, we proposed
a novel analytical framework for textual studies that
conduct unsupervised information extraction: Farm-
Predict. FarmPredict first isolates the hidden factors
and idiosyncratic components as a vector from high-
dimensional text data via unsupervised learning with-
out reliance on prior knowledge. Then, we screen the
idiosyncratic components according to their correla-
tions with corresponding beta-adjusted returns condi-
tional on hidden factors. This step is optional but helps
reduce the computational cost. Even though only a part
of the words is selected, all information is used for
screening because of embedded factors. In other words,
FarmPredict transforms the high-dimensional data into
important factors and useful idiosyncratic components;
then, it uses them as the input for further penalized
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Table 9. Summary of Model Comparison

Daily Difference in
Model Embedding R%, % return, bps return, bps
FarmPredict — 4.21 17.8 —
LASSO — 3.99 6.4 11.2%*
MNIR — — 5.9 11.9#**
SESTM — — 16.5 1.2
Textual factor (SVD) — 1.26 13.5 4.3**
Chinese BERT Randomized —0.04 1.3 —
Chinese BERT Pretrained 0.75 6.4 10.8***
BiRNN Randomized —0.06 2.5 —
BiRNN Pretrained 1.33 8.5 9.2
TextCNN Randomized —0.67 3.3 —
TextCNN Pretrained 1.20 9.7 8.0%**

Notes. This table shows the fitting result (out-of-sample R?) and the portfolio performance of models. The
word lists in all machine learning models are encoded into integer sequences with the BertTokenizer
provided by Hugging Face. We separately used randomized initialization and parameters from the
pretrained model published by Google (Devlin et al. 2019) for embedding, as shown in column 2. All other
components are the same as those in Table 8. As MNIR and SESTM did not directly predict the returns but
the sentiment instead, we did not provide the R? result. Statistical significance is indicated with asterisks.

*p < 0.05; **p < 0.01.

regression or other prediction models. FarmPredict
alleviates the information loss by the traditional factor
regression in dimensionality reduction and ameliorates
the model selection inconsistency in the penalized
regression (Fan et al. 2020b).

To demonstrate its applicability, we applied Farm-
Predict on news data to the Chinese stock market to
verify our novel framework’s effectiveness in several
ways. These include analysis of selected words, the
correlation between machine-learned sentiments and
financial returns, and the returns of sentiment-based
portfolios. The results prove that FarmPredict can
extract useful information from an article as exempli-
fied by rarely selected words and phrases in previous
studies. The empirical results emphasized that the
sentiment scores from our model are a powerful pre-
dictor in asset pricing and revealed the mechanism of
market response to related news. Finally, we used a
simple trading strategy on portfolio construction to
realize our model’s advantage in textual analysis and
prediction power, where our accumulated return out-
performs other models.

FarmPredict can extract all information from text
data by converting correlated high-dimensional data
into weakly correlated data in an unsupervised man-
ner. Therefore, not only is it a novel model for finan-
cial analysis, but also, FarmPredict is a general and
adaptive supervised learning framework for high-
dimensional data, like text analysis in this paper, with
flexibility in the choice of method in each process.
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Endnotes

! Early in 1933, Cowles (1933) manually clustered the sentiment of
The Wall Street Journal for analysis in the stock market.

2 For more examples of studies using the dictionary-based method,
see Tetlock (2007), Tetlock et al. (2008), Garcia (2013), Da et al.
(2015), Calomiris and Mamaysky (2019), and Glasserman and
Mamaysky (2019).

8 Beta-adjusted return for stock i on day t is defined as r; = Raw
Return(r;t) — f; - Market Return(r"*), where f; describes the linear
relationship between market risk and individual asset returns. This
beta-adjusted return makes outcomes, such as sentiment learning,
less dependent on the market conditions.

4 For data construction, we used the original structure of the data in
this paper, whereas FarmPredict allows for adding interactions of
each variable. The screening process in FarmPredict is also optional
for computation power reduction. Finally, FarmPredict is also suit-
able for other machine learning models, such as random forest,
boosting trees, etc.

% See Section 4.2 for portfolio-building details.
6 See the online appendix for details.

7 Unlike alphabet-based languages (phonograms) such as English,
Chinese is a character-based language (logogram). Chinese is con-
structed with stand-alone Chinese characters with clear meanings
on their own. The “words” in Chinese can be based on one or multi-
ple characters. Compared with English, words in Chinese are more
flexible, and vocabulary can grow quickly over time. As almost
every single character is meaningful on its own, a correct segmenta-
tion depends highly on the context of each sentence, especially as
each word or phrase can take on multiple meanings (Deng et al.
2016).

8 Here, we refer collectively to both words and phrases as words for
simplicity. The median length of articles is 309 words, 209 of them
distinctive.

9 See Bai and Ng (2002), Stock and Watson (2002), and Fan et al.
(2020c) for more details.
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10 Fan et al. (2020c) suggest taking C =1, but this is too small for our
application. It is well known that the largest eigenvalues are biased
upward. The correction is as follows (Bai and Ding 2012). Let /i, be
empirical eigenvalues and p = |D™| be the dimension. For a given
j, define

P
my,i(z)=(p—j)" (Z](ﬁp —2) "+ (BA + Ap) /A -2,
[=j+

mn,j(z) = 7(1 - P]',n,l)zq + pj,n,lmn,j(z)/

withp; 4 = (p —)/(n —1). The corrected eigenvalue of A j is defined
~d

as A P = T wn iy In our application, because 7 is much larger than p,
1y, j(A;

this step of correction is very small and can be ignored.

" The computation can be done expeditiously because B"B is a
diagonal matrix, with the diagonal elements being the k-largest
eigenvalues of the matrix XXT /1.

12Gee Section A.2 in the online appendix. In the case of applying
the logistic regression technique, conditional screening (2.5) and
conditional prediction (2.7) should be modified accordingly for the
logistic regression model; see Fan et al. (2020c).

13 SSEC is a market value-weighted index of all stocks in the Shang-
hai Stock Exchange.

Jieba is an open-source Python package for Chinese word segmen-
tation. It is available on GitHub at github.com/fxsjy/jieba/commit/
cb0de2973b2fafaa67a0245a14206d8be70db515.

15 As shown in Table 1, the sample size almost doubled without
down sampling. The computing time and memory needed would
nearly quadruple.

18 We also checked the results using the full data without down
sampling. They do not change very much or alter our conclusion.
See the sensitivity test in Section A.2.5 in the online appendix.

7 There are fewer data in February and the first weeks of May and
October; this corresponds to the three largest holidays in China.
The dates for Chinese spring festivals are based on the traditional
Chinese calendar and can happen from late January to late Febru-
ary. Labor Day golden week and National Day golden week take
place on the first days of May and October, respectively, and each
lasts for a whole week.

'8 The portfolio longs the stocks with the top 50 predicted scores
and shorts with the 50 lowest with 1% capital each. More details
can be found in Section 4.2. The remaining capital will be kept as
cash if fewer than 50 stocks are selected.

19 We also tested the choices of C=30 and C=1 (suggested by Fan
et al. 2020c). They result in 80 and 1,043 weak factors, respectively.
Because our sample size is very large, the overestimation of k is not
a serious problem, and the results are very similar. More details
regarding the choices of the number of factors can be found in Sec-
tion A.2.2 in the online appendix.

20 The positive and negative words in the U.S. market are cited
from Ke et al. (2019). The positive words include undervalue, repur-
chase, surpass, upgrade, and rally, and the negative words are
shortfall, downgrade, disappointing, tumble, and blame.

2! We chose t—5, which corresponds to past one-week lagged
returns. This mitigates the days of the week effect.

221f there are multiple articles of stock during the same day, we
separately estimated their sentiment scores and then averaged them
as the final sentiment score.

22 The average and standard deviation are used for a quick sum-
mary of the distribution of the sentiments of daily news articles.
They can be replaced by quintiles or deciles for a more informative
summary.

24 We assume that the latest news will have a higher power to affect
beta-adjusted returns of stocks. Hence, if other news occurred
within the 14-day range of the former news, we will recalculate and
renew the periods of the day indicator.

25 We further tested the performance with a different number of
stocks. See the details in the online appendix.

26 For special treatment stocks, the limit is 5%.

27 Such a mechanism might affect price discovery in several ways
(Chen et al. 2019). On one hand, stock prices failing to reach their
fair values because of the limit might continue to move in the same
direction the next day. On the other hand, it is widely believed by
the Chinese media and Chinese investors that some limits are artifi-
cially hit by speculators for price manipulation purposes to lure
people to buy and that prices will revert the next day.

28 As we noted, although these stocks might not be able to trade
because of the price limits, with higher-frequency data, the portfolio
would reach better performances.

29 Note that the RZ , is not a result of OLS regression. It is bor-
rowed from OLS’s definitions to illustrate the number of market

movements in our portfolio.

30 Here, the factor-adjusted returns are estimated by Ryt — Ry —
B;MKT; — 8,SMB; — g, HML; — §,MOM;.

31 We combined the 10 test durations as one and calculated the total
R® of the model. Daily returns are calculated using the EW
portfolio-building method, as mentioned in Section 4.2.

32 The same « is used for comparison; hence, the comparison is con-
ducted under the same dimension. We trained the LASSO model
following the same tuning process of FarmPredict: that is, the
hyperparameter A for penalization is tuned using the data from
2000 to 2014 and then fixed. We only estimated coefficients 8 in the
rolling windows.

33 This thought is consistent with the double-robust properties in
Arkhangelsky et al. (2021).

34 The function words are removed based on the HIT stop words.
See https: // github.com/goto456 /stopwords for details.

35 See https://cran.r-project.org/web/packages/textir/index.html.
We tuned the hyperparameters gamma and nlambda in the package
following the same process of FarmPredict.

36 The Chinese word2vec model can be found at https: // github.
com/Embedding/Chinese-Word-Vectors. It is not necessary to use
a pretrained word2vec model rather than training one by the cur-
rent data. However, because the training of word2vec models
would cost lots of computational resources and data, pretrained
models are widely used.

37 See the online appendix for more details.

38 The duration may vary because of the different data structure
and festival of each month.

39 Gee Schuster and Paliwal (1997) and Chen (2015) for model details.

40 See Table 9 for detailed fitting and portfolio performance results.

References

Ahn SC, Horenstein AR (2013) Eigenvalue ratio test for the number of
factors. Econometrica 81(3):1203-1227.

Antweiler W, Frank MZ (2004) Is all that talk just noise? The informa-
tion content of internet stock message boards. ]. Finance 59(3):
1259-1294.

Arkhangelsky D, Athey S, Hirshberg DA, Imbens GW, Wager S (2021)
Synthetic difference-in-differences. Amer. Econom. Rev. 111(12):
4088-4118.

Bai Z, Ding X (2012) Estimation of spiked eigenvalues in spiked mod-
els. Random Matrices Theory Appl. 1(02):1-21.


https://github.com/fxsjy/jieba/commit/cb0de2973b2fafaa67a0245a14206d8be70db515
https://github.com/fxsjy/jieba/commit/cb0de2973b2fafaa67a0245a14206d8be70db515
https://github.com/goto456/stopwords
https://cran.r-project.org/web/packages/textir/index.html
https://github.com/Embedding/Chinese-Word-Vectors
https://github.com/Embedding/Chinese-Word-Vectors

Downloaded from informs.org by [74.48.65.136] on 28 April 2025, at 04:54 . For personal use only, al rights reserved.

Zhou, Fan, and Xue: How Much Can Machines Learn Finance from Chinese Text Data?

Management Science, 2024, vol. 70, no. 12, pp. 8962-8987, © 2024 INFORMS

8987

Bai J, Ng S (2002) Determining the number of factors in approximate
factor models. Econometrica 70(1):191-221.

Blei DM, Ng AY, Jordan MI (2003) Latent Dirichlet allocation. J.
Machine Learn. Res. 3(January):993-1022.

Calomiris CW, Mamaysky H (2019) How news and its context drive risk
and returns around the world. J. Financial Econom. 133(2):299-336.

Carhart MM (1997) On persistence in mutual fund performance. J.
Finance 52(1):57-82.

Chen Y (2015) Convolutional neural network for sentence classifi-
cation. UWSpace (August 26), https://uwspace.uwaterloo.ca/
handle/10012/9592.

Chen ], Jiang F, Tu ] (2015) Asset allocation in the Chinese stock mar-
ket: The role of return predictability. J. Portfolio Management
41(5):71-83.

Chen T, Gao Z, He ], Jiang W, Xiong W (2019) Daily price limits and
destructive market behavior. J. Econometrics 208(1):249-264.

Cong LW, Liang T, Zhang X (2019) Textual factors: A scalable, inter-
pretable, and data-driven approach to analyzing unstructured
information. Preprint, submitted September 1, https://dx.doi.
org/10.2139/ssrn.3307057.

Cowles A (1933) Can stock market forecasters forecast? Econometrica
1(3):309-324.

Da Z, Engelberg ], Gao P (2015) The sum of all FEARS investor senti-
ment and asset prices. Rev. Financial Stud. 28(1):1-32.

Deng K, Bol PK, Li KJ, Liu JS (2016) On the unsupervised analysis of
domain-specific Chinese texts. Proc. Natl. Acad. Sci. USA 113(22):
6154-6159.

Devlin J, Chang M-W, Lee K, Toutanova K (2019) BERT: Pre-
training of deep bidirectional transformers for language under-
standing. Preprint, submitted May 24, https://arxiv.org/abs/
1810.04805.

Du Z, Huang AG, Wermers R, Wu W (2022) Language and domain
specificity: A Chinese financial sentiment dictionary. Rev. Finance
26(3):673-719.

Fama EF, French KR (1993) Common risk factors in the returns on
stocks and bonds. |. Financial Econom. 33(1):3-56.

Fan ], Lv J (2008) Sure independence screening for ultrahigh dimen-
sional feature space. J. Roy. Statist. Soc. Ser. B Statist. Methodology
70(5):849-911.

Fan ], Guo J, Zheng S (2020a) Estimating number of factors by adjusted
eigenvalues thresholding. J. Amer. Statist. Assoc. 117(538):852-861.

Fan J, Ke Y, Wang K (2020b) Factor-adjusted regularized model selec-
tion. J. Econometrics 216(1):71-85.

Fan ], Li R, Zhang C-H, Zou H (2020c) Statistical Foundations of Data
Science (CRC Press, Boca Raton, FL).

Gao Z, Ren H, Zhang B (2020) Googling investor sentiment around
the world. J. Financial Quant. Anal. 55(2):549-580.

Garcia D (2013) Sentiment during recessions. J. Finance 68(3):1267-1300.

Gentzkow M, Kelly B, Taddy M (2019a) Text as data. J. Econom. Litera-
ture 57(3):535-574.

Gentzkow M, Shapiro JM, Taddy M (2019b) Measuring group differ-
ences in high-dimensional choices: Method and application to
congressional speech. Econometrica 87(4):1307-1340.

Glasserman P, Mamaysky H (2019) Does unusual news forecast mar-
ket stress? J. Financial Quant. Anal. 54(5):1937-1974.

Gu S, Kelly B, Xiu D (2020) Empirical asset pricing via machine learn-
ing. Rev. Financial Stud. 33(5):2223-2273.

Henry E (1973) Are investors influenced by how earnings press
releases are written? J. Bus. Comm. 45(4):363—407.

Horel E, Giesecke K (2020) Significance tests for neural networks. J.
Machine Learn. Res. 21(227):1-29.

Jegadeesh N, Wu D (2013) Word power: A new approach for content
analysis. J. Financial Econom. 110(3):712-729.

Ke ZT, Kelly BT, Xiu D (2019) Predicting returns with text data. NBER
Working Paper No. 26186, National Bureau of Economic Research,
Cambridge, MA.

Larsen V, Thorsrud LA (2017) Asset returns, news topics, and media
effects. Preprint, submitted September 19, https://dx.doi.org/10.
2139/ssrn.3057950.

Loughran T, McDonald B (2011) When is a liability not a liability? Tex-
tual analysis, dictionaries, and 10-Ks. J. Finance 66(1):35-65.

Loughran T, McDonald B (2016) Textual analysis in accounting and
finance: A survey. J. Accounting Res. 54(4):1187-1230.

Manela A, Moreira A (2017) News implied volatility and disaster con-
cerns. J. Financial Econom. 123(1):137-162.

Nagel S (2005) Short sales, institutional investors and the cross-section
of stock returns. . Financial Econom. 78(2):277-309.

Nagel S (2021) Machine Learning in Asset Pricing (Princeton University
Press, Princeton, NJ).

Schuster M, Paliwal KK (1997) Bidirectional recurrent neural net-
works. IEEE Trans. Signal Processing 45(11):2673-2681.

Stock JH, Watson MW (2002) Forecasting using principal components
from a large number of predictors. J. Amer. Statist. Assoc. 97(460):
1167-1179.

Sun ] (2017) Jieba Version v0.39 (August 31). https://github.com/
fxsjy/jieba.

Sun L, Najand M, Shen J (2016) Stock return predictability and inves-
tor sentiment: A high-frequency perspective. |. Banking Finance
73(11):147-164.

Taddy M (2013) Multinomial inverse regression for text analysis. .
Amer. Statist. Assoc. 108(503):755-770.

Tetlock PC (2007) Giving content to investor sentiment: The role of
media in the stock market. J. Finance 62(3):1139-1168.

Tetlock PC, Saar-Tsechansky M, Macskassy S (2008) More than words:
Quantifying language to measure firms’ fundamentals. |. Finance
63(3):1437-1467.


https://uwspace.uwaterloo.ca/handle/10012/9592
https://uwspace.uwaterloo.ca/handle/10012/9592
https://dx.doi.org/10.2139/ssrn.3307057
https://dx.doi.org/10.2139/ssrn.3307057
https://arxiv.org/abs/1810.04805
https://arxiv.org/abs/1810.04805
https://dx.doi.org/10.2139/ssrn.3057950
https://dx.doi.org/10.2139/ssrn.3057950
https://github.com/fxsjy/jieba
https://github.com/fxsjy/jieba

	How Much Can Machines Learn Finance from Chinese Text Data?
	Introduction
	Methods
	Data and Analysis
	Results
	Model Discussion and Comparison
	Conclusion


